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Rents a VM!

Deploys his 

application

And it is slow!
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What a (slow) networking stack looks like:
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Usually networking through OS is slower!

What a (slow) networking stack looks like:



There are many existing fast networking stacks!
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There are many existing fast networking stacks!
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NIC fancy features + kernel bypass



17



What does he do?
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What does he do?
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Rents a VM!

Not able to run those fast networking 

stacks on cloud VMs!



What is going on?
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To understand Why those systems do not work,

let’s compare Cloud VM and Bare metal networking
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What’s exactly missing in vNICs?

NIC feature Year of introduction Systems

Flow steering / RSS 

reconfiguration

ConnectX3 (2011) eRPC, Snap, Shinjuku, IX, TAS, 

RSS++, mTCP

Deep RX queues

Multi-packet RQs

ConnectX4 (2014) eRPC, Virtuoso, Junction

TX DMA from app memory

Remote DMA

ConnectX3 (2011) Cornflakes, eRPC, SocksDirect, 

mRPC

Poll Event Queue ConnectX4 (2014) Junction



What’s exactly missing in vNICs?

NIC feature Year of introduction Systems

Flow steering / RSS 

reconfiguration

ConnectX3 (2011) eRPC, Snap, Shinjuku, IX, TAS, 

RSS++, mTCP

Deep RX queues

Multi-packet RQs

ConnectX4 (2014) eRPC, Virtuoso, Junction

TX DMA from app memory

Remote DMA

ConnectX3 (2011) Cornflakes, eRPC, SocksDirect, 

mRPC

Poll Event Queue ConnectX4 (2014) Junction

Because of those net virtualization constraints we cannot use 

these fast systems



Can we design a new fast 

userspace network stack 

that does not use any 

fancy/highend NIC 

features?



What are the new requirements for user space 

network stacks?
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What are the new requirements for user space 

network stacks?
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NIC agnostic
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NIC agnostic
High level language 

binding



High level components and design choices!
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Connection state management in 
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multi-core scenarios
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Shared



Machnet Design
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DPDK



Machnet should support multiple CPU cores for higher throughput
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DPDK



Machnet should support multiple CPU cores for higher throughput
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DPDK
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RSS 

Hash

Receive Side Scaling (RSS)



RSS-- design!
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Eng 1 Eng 0 Eng 1Eng 0

Client Server

HIT! We found a pair of port numbers that match!

Server app

RSS-- design!
Client
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Eng 1 Eng 0 Eng 1Eng 0

Client Server

Server app

RSS-- design!

Connection fully established

Client



Machnet is compatible with major cloud providers!
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Machnet is compatible with major cloud providers!
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What is the performance of real world applications 

using Machnet?
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FASTER



What is the performance of real world applications 

using Machnet?

61

Key-value store 

FASTER

Raft Consensus 

protocol



Any real world applications?
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Any real world applications?
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FASTER key-value runs with Machnet and is actually 

FASTER



Any real world applications?
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Any real world applications?
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Any real world applications?

67
2x better tail latency at 99.9th



Takeaways
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Cloud VMs are a decade behind in terms of 

employing hardware features!
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Takeaways
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None of existing solutions can improve 

Cloud VMs latency

DPDK created a graveyard of userspace 

networking stacks due to its development pace

Cloud VMs are a decade behind in terms of 

employing hardware features!
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Interests from database community
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Axiom
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Our discord https://discord.gg/Usexu9fEg3
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