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Multimedia Applications
• Significant and growing 

percentage of all Internet 
traffic

• Sensitive to latency, as well 
as loss

• Must use either TCP or UDP, 
and TCP when UDP not 
available
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TCP adds latency
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• In-order delivery means buffering out-of-order segments, 
waiting for the delivery of earlier data — head-of-line blocking

• Reliability involves detecting that a segment has been lost, 
and retransmitting it

• Both of these mechanisms add latency, making TCP a poor 
choice for real-time multimedia applications



Introducing TCP Hollywood
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• Uses TCP as a substrate, to overcome ossification, but 
modified to reduce latency

• Message-oriented to allow application data units to be sent

• Unordered delivery of messages, given independent utility

• Partially reliable based on time and dependency information



TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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TCP Hollywood in action
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When are 
inconsistent 

retransmissions 
useful?
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Time between a 
frame arriving at 

the receiving 
application, and 
being played out



Feasibility Region
T p

la
yo
ut

 

Trtt 

20

Network round-trip time
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Plotting the region of feasible 
values of Tplayout across 

round-trip times
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Duration of media 
in each message
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Message needs to 
be decoded before 
being played out
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Application delay 
bound
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Trexmit
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Standard TCP 
retransmissions are 
useful, and no head-

of-line blocking
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Standard TCP 
retransmissions arrive 
too late to be used, and 
head-of-line blocking 

possible
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Standard TCP 
retransmissions arrive 
too late to be used, and 
head-of-line blocking 

possible

TCP Hollywood helps: 
removes head-of-line 
blocking, and sends 

inconsistent 
retransmissions



Deployability
• Inconsistent retransmissions are the only wire-visible 

modification vs. standard TCP — same TCP sequence 
number, different payload

• Middleboxes performing payload inspection may interpret the 
behaviour as an attack — man on the side

• Experiments between TCP Hollywood server, and 14 UK 
clients

• 8 fixed-line ISPs, 4 cellular operators - all major UK ISPs
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TCP Hollywood is deployable
•               inconsistent 

retransmissions delivered 
successfully

•               segments cached by 
middlebox, so original 
delivered instead — 
performance no worse than 
standard TCP

• Safe failure mode for TCP 
Hollywood
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 ISP Port
80 4001

Fixed-line
Andrews & Arnold I I
BT I I
Demon I I
EE I I
Eclipse I I
Sky I I
TalkTalk I I
Virgin Media I I

Mobile
EE O O
O2 O O
Three I I
Vodafone O I

I

O



TCP Hollywood
• Unordered, partially reliable 

message-oriented transport 
protocol

• Wire-compatible with TCP

• Analysis shows when TCP 
Hollywood helps applications

• Deployable across all major 
UK fixed-line and cellular 
ISPs
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TCP Hollywood
• “TCP Goes to Hollywood” 

NOSSDAV 2016

• “TCP Hollywood: An 
Unordered, Time-Lined, TCP 
for Networked Multimedia 
Applications” 
IFIP Networking 2016

• “Implementing Real-Time 
Transport Services over an 
Ossified Network” 
Applied Networking Research 
Workshop 2016 
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ABSTRACT

Real-time multimedia applications use either TCP or UDP at the
transport layer, yet neither of these protocols offer all of the features
required. Deploying a new protocol that does offer these features
is made difficult by ossification: firewalls, and other middleboxes,
in the network expect TCP or UDP, and block other types of traffic.
We present TCP Hollywood, a protocol that is wire-compatible
with TCP, while offering an unordered, partially reliable message-
oriented transport service that is well suited to multimedia applic-
ations. Analytical results show that TCP Hollywood extends the
feasibility of using TCP for real-time multimedia applications, by
reducing latency and increasing utility. Preliminary evaluations also
show that TCP Hollywood is deployable on the public Internet, with
safe failure modes. Measurements across all major UK fixed-line
and cellular networks validate the possibility of deployment.
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1. INTRODUCTION
Real-time multimedia applications comprise a large and growing

portion of all Internet traffic [4]. The characteristics of these ap-
plications, namely their tight latency bounds and interdependencies
between messages, are unsupported at the transport layer. Con-
sequently, developers are forced to reimplement common function-
ality, applications interact poorly with each other, and the stability
of the network is compromised [15] [1].

Our goal is to develop a transport protocol that provides all of
the features required by real-time multimedia applications, without
compromising deployability. Previous efforts suggest that an en-
tirely new protocol is unlikely to see wide deployment and use [10],
as evidenced by the deployment of protocols such as SCTP [23]
and DCCP [14]. Therefore, we must build the services we require
on top of either TCP or UDP. We select TCP as the substrate for
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our protocol, given the complexity of implementing TCP-friendly
congestion and flow control atop UDP, and the wider deployment of
TCP in enterprise networks.

We present TCP Hollywood: an unordered, time-lined, transport
layer protocol, that supports partial deployment. Critically, TCP
Hollywood is wire-compatible with TCP and so is feasible to deploy
on the Internet. In TCP Hollywood, TCP’s latency tax is elimin-
ated by (i) removing head-of-line blocking, and (ii) relaxing TCP
reliability guarantees to respect application latency bounds. In addi-
tion, TCP Hollywood uses a message-oriented abstraction so that
interdependencies between messages can be expressed.

Previous efforts in this space have made important contributions
toward broadening transport layer APIs and reducing latency for
real-time applications. Time-Lined TCP (TLTCP) [17], for example,
allows applications to express timelines for messages, with data
only transmitted during its timeline. In Minion [18], applications
can replace unsent messages in the sending buffer. Our work builds
on these efforts, with a focus on deployability. TCP Hollywood
eliminates deviations from TCP’s wire-visible protocol, making it
resilient to middlebox interference and modification.

This paper offers three main contributions. First, a novel and
deployable protocol with an API that better supports real-time multi-
media applications. Second, preliminary analysis that reveals when
TCP latency exceeds application bounds, and when TCP Hollywood
improves utility. Finally, we report on preliminary evaluations that
show that TCP Hollywood is deployable, with safe failure modes.

We structure the remainder of this paper as follows. Section 2 de-
scribes the requirements of a deployable transport-layer protocol for
real-time multimedia applications. Section 3 describes the design
of TCP Hollywood, and how it fulfills the requirements. Section
4 reveals the combination of network and application parameters
where our protocol will help, and Section 5 extends this analysis
to a multimedia application. Section 6 discusses deployability eval-
uations conducted using our implementation. Section 7 describes
related work, while Section 8 concludes.

2. REQUIREMENTS
We outline the requirements we address with TCP Hollywood,

using the terminology used by the Transport Services (TAPS) [7]
working group at the IETF. A transport service feature is an end-to-
end feature provided by the transport layer, such as ordered delivery.
Our requirements are shaped by two broad goals: to provide the
features that are needed by real-time multimedia applications, and
to ensure that these are deployable on the wider Internet.

Applications require a message-oriented protocol, to allow inde-
pendently decodeable application data units (ADUs) to be sent. This
abstraction also enables out-of-order delivery, removing the latency
introduced by enforcing order. Real-time multimedia ADUs have an
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Abstract—Ossification of the transport-layer limits networked
multimedia applications to use TCP or UDP, despite standard-
isation of new transport protocols that better support their
requirements. To improve transport for these applications, we
present TCP Hollywood, an unordered, time-lined, TCP variant
designed to support real-time multimedia traffic while being
widely deployable. Analysis of the protocol indicates that it
increases the utility of the network in lossy conditions where total
one-way delay is constrained, such as with telephony applications
and low-latency video streaming. This allows retransmissions
to be useful in cases where they are not with standard TCP,
improving the timely good-put of the protocol and reducing
overheads. Initial experiments show that TCP Hollywood is
deployable on the Internet, successfully operating on all major
fixed and mobile networks in the UK, with safe failure modes.

I. INTRODUCTION

Real-time networked multimedia applications have long
contributed to Internet traffic. This can take the form of
telephony [1], video conferencing [2], live or on-demand TV
and movies [3], [4], or user-generated video. These applications,
and the traffic they generate, are rapidly increasing in popularity,
and now comprise the majority of Internet traffic [5].

The nature of such real-time traffic is that it prefers
predictable and bounded latency to strict reliability, since
data that arrives too late is as bad as data that does not
arrive at all. This suggests that data should be sent in packets
that can be independently decoded [6], to allow them to be
processed irrespective of the loss or delay of other packets.
However, the requirement for efficient media compression leads
to interdependence between packet contents and codecs that
operate across multiple frames. When coupled with challenging
network environments, such as mobile wireless, that have
unreliable delivery and unpredictable latency, the requirements
for effective media transport become difficult to satisfy.

Applications access the network via the transport layer.
The transport protocol should provide services to meet the
application demands, abstracting away details of the transport
process, and delivering data with an appropriate degree of reli-
ability and timeliness. For real-time networked multimedia, the
transport should be trusted to minimize transport-induced delay,
and should respect (partial) reliability semantics pertaining to
media importance, deadlines, and dependencies.

Message-oriented transports, such as SCTP [7] and DCCP
[8], ought to be suitable building blocks, but their deployment
is restricted by NATs, firewalls, and other middleboxes [9].

This leaves real-time applications to use UDP or TCP, neither
of which is well-suited to their needs. UDP contributes minimal
latency, making it the recommended transport to meet the strict
latency bounds of real-time applications [10], but provides
limited support to applications, and is commonly blocked by
enterprise firewalls. TCP prefers reliability to timeliness, and
its congestion control tends to drive up queueing delay, but is
often the only transport that can pass through middleboxes on
the path. Accordingly, and despite its many problems, TCP is
rapidly becoming the de facto transport for multimedia traffic.

In this paper, we engineer TCP Hollywood in response
to these trends. TCP Hollywood is an unordered and time-
lined transport protocol, that is wire compatible with standard
TCP, but eliminates two sources of transport-induced latency,
and provides reliability semantics that better suit real-time
multimedia applications. Specifically, TCP Hollywood: 1)
removes head-of-line blocking at the receiver and delivers
received data to the application immediately, irrespective of
ordering; and 2) relaxes reliability to respect time lines provided
by the application, so only data that will arrive in time
is retransmitted, otherwise retransmissions carry new data.
The combination of both design elements reduces latency
and introduces message-oriented semantics, allowing TCP
Hollywood to express inter-dependencies between messages.
Crucially, TCP Hollywood is wire-compatible with TCP, and
incrementally deployable on the public Internet.

Our implementation consists of an intermediate logic layer
that sits between the application and the kernel. Extensions
in the TCP stack facilitate out-of-order delivery, and can
be enabled or disabled via socket options. Messages are
delineated in the logic layer using timing and dependency
information from the application, and COBS-encoded [11]
to survive re-segmentation that may occur in the network.
We introduce the concept of inconsistent retransmissions: if
the round-trip time (RTT) estimator indicates that a message
will arrive too late to be useful, or if a message depends
on a previous unsuccessfully transmitted message, then TCP
Hollywood can exploit re-transmission slots to send new data
and avoid retransmitting useless data. The semantics of TCP are
maintained by preserving the sequence numbers in retransmitted
segments, whether inconsistent or not. We develop an analytical
framework to model the value of a retransmission against the
buffering and processing time of data at the receiver-side. Our
analysis reveals a wide range of RTT values where standard
TCP retransmissions will arrive too late to be useful. We use
this model to validate TCP Hollywood, and show that it handles
retransmissions correctly.ISBN 978-3-901882-83-8 © 2016 IFIP
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ABSTRACT

Real-time applications require a set of transport services not cur-
rently provided by widely-deployed transport protocols. Ossification
prevents the deployment of novel protocols, restricting solutions
to protocols using either TCP or UDP as a substrate. We describe
the transport services required by real-time applications. We show
that, in the short-term (i.e., while UDP is blocked at current levels),
TCP offers a feasible substrate for providing these services. Over
the longer term, protocols using UDP may reduce the number
of networks blocking UDP, enabling a shift towards its use as a
demultiplexing layer for novel transport protocols.
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1. INTRODUCTION
Real-time applications are increasingly present in the Internet.

We want to make it easier to write these applications, while also
improving the quality of experience for users by lowering latency
and increasing the quality and robustness of the media delivery.
Unfortunately, the limitations of the standard Internet transport
protocols make this a challenging target, and the ossified nature of
the network makes it increasingly difficult to deploy new transport
protocols.

There have been several attempts to standardise and deploy new
transport protocols [13, 24]. In practice, however, only UDP and
TCP are widely usable in the Internet, since the remaining protocols
are blocked by firewalls and other middleboxes. UDP exposes
the best-effort IP packet delivery service, offering the flexibility to
develop new protocols, but at the cost of requiring new mechanisms
to be defined and implemented from scratch. In contrast, TCP
mechanisms are well defined, consisting of sophisticated congestion
control coupled with a reliable, ordered, byte stream API. These have
been proven suitable for many applications, but are inappropriate
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for real-time traffic. While both protocols are used for real-time
applications, neither really provides the right services and API.
This forces each application to re-invent or re-interpret mechanisms
that should be provided by the transport. The increased costs and
complexity of doing so make applications less reliable, and raise
barriers to innovation.

In this paper we identify and present the appropriate set of transport
services and APIs for real-time applications, and demonstrate their
merit by implementing a proof-of-concept. We show that it is
possible to realise real-time services and APIs in the context of both
TCP and UDP, despite the limitations imposed by their legacies,
by middleboxes, and by the ossification of the network. Initial
experiments with our implementation suggest that the network has
the flexibility to deploy new transport protocols, provided care is
taken to reinterpret application and transport layer boundaries in a
manner that is not at odds with conventional UDP and TCP layer
boundaries.

In doing so we make three main contributions. First, we make
explicit the needs of real-time applications, as well as the appropriate
transport services and APIs to support those needs. Second, we
illustrate an example realisation of those transport services on the
current Internet, in the context of UDP and TCP deployments.
Finally, we present initial measurement results that suggest the
proposed mechanisms ought to be usable in the public Internet.

We structure the remainder of this paper as follows. We begin in
Section 2 by discussing transport services for real-time applications,
and outlining the common conceptual API that those applications use.
This is followed in Section 3 by a review of deployment considerations
for new protocols, caused by ossification of the network. Section 4
considers, in particular, how TCP reliability semantics can evolve
within the constraints of the existing infrastructure. The semantics
are realised and put into practice in Section 5. Finally, Section 6
discusses related work, and Section 7 concludes.

2. REAL-TIME TRANSPORT SERVICES
In the IETF, the Transport Services (TAPS) working group is

chartered to (1) develop a taxonomy of transport services, that is, to
identify the features that comprise, and can be combined to form,
complete transport protocols; and (2) to develop an abstract API for
applications to request desirable services, allowing the system to
select an appropriate transport protocol based on application needs.
It is hoped that this will loosen the coupling between application
and transport, so enabling deployment of new transport protocols.

2.1 Desirable Transport Services
The work in TAPS provides a vocabulary for discussing the

components of transport protocols. The vocabulary is useful when
discussing the needs of real-time applications, and the protocols to


